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ABSTRACT The atmospheric boundary layer mixing height (MH) is an important bulk parameter in air quality
(AQ) modelling. Formulating this parameter under statically stable conditions, such as in the Arctic, has histori-
cally been difficult. In an effort to improve AQ modelling capacity in North America, MH is studied in two geo-
graphically distinct areas: the Arctic (Barrow, Alaska) and the southern Great Plains (Lamont, Oklahoma).
Observational data from the Atmospheric Radiation Measurement program, Climate Research Facility and
numerical weather forecasting data from Environment Canada’s Regional Global Environmental Multiscale
(GEM15) model have been used in order to examine the suitability of available parameterizations for MH
under statically stable conditions and also to compare the level of agreement between observed and modelled
MH. The analysis period is 1 October 2011 to 1 October 2012. The observations alone suggest that profile
methods are preferred over surface methods in defining MH under statically stable conditions. Surface methods
exhibit poorer comparison statistics with observations than profile methods. In addition, the fitted constants for
surface methods are site-dependent, precluding their applicability for modelling under general conditions. The
comparison of observations and GEM15 MH suggests that although the agreement is acceptable in Lamont, the
default model surface method contributes to a consistent overprediction of MH in Barrow in all seasons. An
alternative profile method for MH is suggested based on the bulk Richardson number. This method is shown to
reduce the model bias in Barrow by a factor of two without affecting model performance in Lamont.

RÉSUMÉ [Traduit par la rédaction] La hauteur de mélange de la couche limite atmosphérique représente un
important paramètre général en modélisation de la qualité de l’air. La formulation de ce paramètre pour des
conditions hydrostatiques stables, comme dans l’Arctique, s’est toujours avérée difficile. Afin d’améliorer la
modélisation de la qualité de l’air en Amérique du Nord, nous étudions les hauteurs de mélange de deux
régions géographiques distinctes : l’Arctique (Barrow, Alaska) et les grandes plaines du sud (Lamont, Oklahoma).
Nous utilisons des données provenant du programme de mesure du rayonnement atmosphérique (ARM) du Climate
Research Facility et des prévisions météorologiques numériques issues du Modèle global environnemental
multi-échelle régional d’Environnement Canada (GEM15), afin d’examiner la pertinence des paramétrisations
existantes de la hauteur de mélange, pour des conditions hydrostatiques stables. Nous comparons aussi les
hauteurs observées et simulées. La période d’analyse s’étend du 1er octobre 2011 au 1er octobre 2012. Les
observations à elles seules laissent penser que les méthodes fondées sur des profils sont supérieures aux méthodes
limitées à la surface, en ce qui concerne la détermination de la hauteur de mélange pour des conditions
hydrostatiques stables. Selon les observations, les méthodes de surface présentent des statistiques moins probantes
que les méthodes avec profils. De plus, les constantes ajustées des méthodes de surface sont dépendantes du site.
Elles ne peuvent donc pas s’appliquer à la modélisation de conditions générales. La comparaison entre les
hauteurs de mélange observées et celles issues du GEM15 laisse penser que la méthode par défaut du modèle
(surface) produit des hauteurs de mélange trop élevées à Barrow, en toute saison, bien que les données restent
comparables pour Lamont. Nous suggérons donc, pour les hauteurs de mélange, une méthode avec profil,
fondée sur le nombre de Richardson apparent. Cette méthode réduit par un facteur de deux le biais du modèle
à Barrow, et ce, sans affecter sa performance à Lamont.
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1 Introduction

Researchers have used various conventions to define and para-
meterize the atmospheric boundary layer or mixing height
(MH). Stull (2003) defines MH as the part of the atmosphere
directly influenced by the presence of the earth’s surface,
responding to surface forcing at a time scale less than one
hour. Another definition is the height at which turbulent var-
iances or fluxes of momentum and heat reduce to, typically,
less than 10% of their value near the surface (Anderson &
Neff, 2008). Because of the relative ease of temperature
sounding, a popular definition is based on the shape of the ver-
tical profile for potential temperature, where MH is the
elevation with onset of the first positive slope and inversion
layer aloft (Fig. 1). However, this is only a convention and
should not be misunderstood as support for using this
method. Alternatively, another popular definition of MH in
chemistry studies is the depth at which sharp vertical gradients
are observed in atmospheric constituent concentrations, such
as ozone (Anderson & Neff, 2008). Yet another choice for
the definition of MH is based on wind magnitude and direc-
tion; MH may be defined as the height at which winds
approach geostrophic or low level jet values (Liu & Liang,
2010; Stull, 2003).
In statically stable (hereafter stable) conditions, an air parcel

displaced vertically by turbulence would experience a buoy-
ancy force pushing it back towards its starting height (Stull,
2003). In statically neutral (hereafter neutral) conditions, no
buoyancy force acts on such a displaced parcel, whereas in
statically unstable (hereafter unstable) conditions, the buoy-
ancy force assists the displaced parcel in moving away from
its starting height (Fig. 1). Definition of stable MHs in realistic

atmospheric conditions is problematic and often controversial
in the literature. Unlike MHs that occur under unstable con-
ditions, MHs under stable conditions exhibit a number of
different possible characteristics. The definition of MH
based on a potential temperature profile is ambiguous
because under many conditions the profile has a consistent
positive slope, making the identification of the first inversion
layer aloft difficult (Fig. 1). Also, with growing stability, tur-
bulence exhibits higher intermittence. Turbulent variances and
fluxes of momentum and heat may increase with height
(upside down boundary layer), associated with the mid-alti-
tude processes that generate them. In addition, the strongest
turbulence aloft may be detached from the surface, generated
by shear associated with a low-level jet or meandering
motions. Unlike unstable boundary layers, non-local meso-
scale variations such as gravity waves, drainage flows, and
slope winds may become important in stable boundary
layers. The influence of horizontal heterogeneity is greater
on stable boundary layers, creating complex flow patterns
(Mahrt, 1999; Mahrt & Vickers, 2006); for example, very
localized thermals may rise in stable boundary layers. For
stable boundary layers, in addition to surface turbulent
fluxes, the effects of advection, subsidence, and radiative pro-
cesses are equally important but are often ignored for simpli-
city in modelling (Mahrt & Vickers, 2006).

The mixing of trace gases by turbulence in the atmospheric
boundary layer has a significant effect on species distribution
(Stull, 2003). It determines tracer profiles throughout the
boundary layer as well as species fluxes between the boundary
layer and the free troposphere. Atmospheric mixing properties
depend upon static and dynamic stabilities, which vary

Fig. 1 Atmospheric planetary boundary layer schematic showing stable, neutral, and unstable conditions (LLJ: Low Level Jet, WS: Wind Speed, θv: Virtual Poten-
tial Temperature). In the unstable condition, an adiabatic parcel of air, if displaced from an original position near the surface, will accelerate upward until
reaching the first inversion onset; the same parcel under neutral conditions will not accelerate; under stable cases, the parcel will experience a resisting force
due to stratification pushing it back toward the original position.
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significantly throughout the day, seasons, and as a function of
local conditions. The parameterizations of sub-grid mixing
processes by turbulence in air quality models are generally
based on bulk parameters such as eddy diffusion coefficients
and MH, using different formulations (Dastoor & Pudykiewicz,
1996; Han, Zhang, & An, 2009; Seibert et al., 1998). The
turbulent fluxes of trace species can be influenced by MH
(Holtslag & Boville, 1993); MH can also be used explicitly
as a way of forcing complete mixing of constituents (Lin,
Youn, Liang, & Wuebbles, 2008) or by resetting minimum
eddy diffusion coefficient values within it to ensure
minimum mixing, as is the case in Environment Canada’s A
Unified Regional Air-quality Modelling System (AURAMS;
Makar et al., 2014). In all cases, the impact of MH on air
quality results can be significant, which is why it is important
to ensure that MH is characterized correctly in atmospheric
models.

a Objectives
Despite decades-old research on parameterization of MH
under static stability, there is still no general consensus as to
which formulation to use to successfully estimate MH under
general conditions. Instead, most researchers have rec-
ommended a certain formulation under a specific location or
time period and, as a result, have obtained highly tuned con-
stants to fit particular observations. To improve parameteriza-
tion of atmospheric MH in numerical weather forecasting and
air pollution modelling at a regional level in North America,
atmospheric MH at a mid-latitude site (Lamont, Oklahoma),
characterized by a weakly stable or unstable boundary layer,
is compared with a high-latitude site (Barrow, Alaska),
which is dominated by a strongly stable boundary layer
(Fig. 2). The detailed comparison corresponds to a full year,
from 1 October 2011 to 1 October 2012. A particular focus
of the study is an assessment of the suitability of available
parameterizations for a stable MH. Both observed and mod-
elled results are used to answer the following questions.
How do observed and modelled MH compare in mid- and
high latitudes? Are observationally fitted constants for pro-
posed MH parameterizations similar in both mid- and high
latitudes? Which parameterizations for MH improve the obser-
vation–model agreement in both mid- and high latitudes sim-
ultaneously? The benefits from this comparison have wider
applications in areas greatly influenced by stable conditions
in the atmosphere, such as the northern latitudes during winter.

2 Methodology
a Methods for MH Estimation
1 STABLE MH ESTIMATION USING PROFILE METHODS

By the very definition of MH in Section 1, the most natural
way to estimate MH is through profile methods. Profile
methods consider the vertical profiles of turbulent fluxes,
kinetic energy, atmospheric constituents, virtual potential
temperature, and/or wind velocity in order to determine the
equilibrium MH (he) (i.e., the asymptotic value which MH

approaches if boundary and initial conditions in the boundary
layer were to be fixed in time). Some example methods are
shown in Table 1 as MH0 to MH4. Profile methods based
on atmospheric constituents, such as ozone, are particularly
desired when air quality modelling is involved. A convenient
way is to define MH at an elevation where the vertical gradient
of ozone concentration goes above a threshold (method MH0).

The profile method of Heffter (personal communication,
1980; MH1) uses the virtual potential temperature (θv) gradi-
ent with criteria related to the strength of an inversion layer
and the virtual potential temperature difference across the
top and bottom of the layer in order to define MH. A three-
point moving average is applied to a sonde profile for smooth-
ing, and MH is taken as the middle of the lowest inversion
layer in which the virtual potential temperature difference
between the base and top of the layer is greater than a
threshold (2 K). If this criterion is not met within the first
4 km, then the height at which the largest maximum potential
temperature gradient occurs is taken as the MH.

The profile method of Liu & Liang (2010; MH2) is defined
one way for the convective and neutral cases and a different
way for the stable cases. In convective and neutral cases,
MH is determined as the height at which an air parcel rising
adiabatically from the surface becomes neutrally buoyant.
For the stable regime, MH is defined at either the top of the
bulk stable layer starting from the ground or at the level of
the low level jet nose, if present, whichever is lower.

The profile methods of the bulk Richardson number (MH3
and MH4) are based on pioneering work by Richardson
(1920). He used the laws of classical thermodynamics and

Fig. 2 Representation of Environment Canada’s regional GEM15 model
domain and the analysis locations of Barrow, Alaska, and Lamont,
Oklahoma. The GEM15 model has a variable resolution grid with a
higher constant resolution core and a decreasing resolution outside
this core. In the image, every 15th grid point is shown.
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developments by Osborne Reynolds to show that kinetic
energy of eddies in the atmosphere will enhance if

∂U
∂z

( )2

+ ∂V
∂z

( )2

.
g

θv

∂θv
∂z

(1)

or decline otherwise, where U and V are time-averaged hori-
zontal components of wind velocity, g the gravitational accel-
eration, and z the vertical coordinate. This inequality later
evolved into the gradient Richardson number (Ri) that has
become widely used in atmospheric physics. Later, Taylor
(1935) showed that infinitesimal disturbances, in a steady
state and homogeneous stably stratified sheared flow, decay
if Ri exceeds a critical value (RiC),

Ri =

g

θv

∂θv
∂z

∂U
∂z

( )2

+ ∂V
∂z

( )2 . RiC = 0.25. (2)

The estimate for RiC = 0.25 is derived from perturbation
analysis. The estimate RiC = 0.25 is not immediately appli-
cable to the turbulent atmospheric boundary layer, which is
always heterogeneous in the vertical space and often unsteady
in time. Nevertheless, an arbitrary RiC has become a con-
venient practical tool to distinguish between the boundary
layer interior, supposed to be essentially turbulent, and the
free atmosphere, supposed to be essentially non-turbulent or
only weakly turbulent (Zilitinkevich & Baklanov, 2002).
The critical bulk Richardson number (RiBC) method in the
determination of the MH assumes that the entire boundary
layer turbulence is characterized by a single length scale and

a single velocity scale. The equilibrium MH is the first
elevation where the value of bulk Richardson number (RiB)
exceeds the critical value (RiBC) (Mahrt, 1981),

RiB =
h

g

θv0
(θv − θv0)

U
2 +V

2 , (3)

he =
RiBC(U

2 +V
2 )

g

θv0
(θv − θv0)

, (4)

where RiBC has been set from 0.25 (Holtslag, De-Bruijn, &
Pan, 1990) to 7 (Maryon & Best, 1992), but values of 0.25
(MH3) or 0.5 (MH4) are more common. The time average
for virtual potential temperature near the surface is θv0, custo-
marily taken at 2 m elevation. This method can be used wher-
ever vertical profile soundings of potential temperature and
wind velocity are available.

Another method is defined for the case of models that
employ K-theory (the concept of momentum and energy
eddy diffusivity) in the parameterization of turbulent fluxes
defining MH as the elevation at which the momentum diffu-
sivity first drops below a certain threshold (e.g., 1 m2 s−1)
(Jakobsen, Berge, Iversen, & Skälin, 1995). This method
indirectly defines the boundary layer as a layer in which turbu-
lent kinetic energy is above a minimum threshold (not shown
in Table 1).

Some recent profile methods are based on measurement
platforms other than radiosondes. Examples include acoustic
sounding with a sodar (Beyrich, 1997), temperature and
humidity profile sounding using microwave radiometers
(Candlish, Raddatz, Asplin, & Barber, 2012), and radio

TABLE 1. Summary of MH parameterizations; profile methods have applicability under both stable and unstable conditions, whereas surface methods shall only be
applied under stable conditions.

Method Type Reference Description Constants

MH0 Profile (Stull, 2003) ∂O3
∂z

Arbitrary threshold

MH1 Profile (Heffter, personal communication, 1980) Δθv across inversion layer or ∂θv
∂z

2 K across inversion layer or maximum gradient

MH2 Profile (Liu & Liang, 2010) Profiles of θv or wind speed Top of bulk stable layer or low level jet nose
MH3 Profile (Mahrt, 1981)

RiB =
h g
θv0
(θv − θv0)

U2 +V2 , he =
RiBC(U

2 +V
2 )

g
θv0
(θv − θv0)

RiBC = 0.25

MH4 Profile (Mahrt, 1981)
RiB =

h g
θv0
(θv − θv0)

U
2 +V

2 , he =
RiBC(U

2 +V
2 )

g
θv0
(θv − θv0)

RiBC = 0.5

MH5 Surface (Rossby & Montgomery, 1935) he = Cn
u∗
f

Cn = 0.04− 0.5

MH6 Surface (Zilitinkevich, 1972)
he = Csr

####
u∗L
f

√ Csr = 0.13− 0.74

MH7 Surface (Pollard, Rhines, & Thompson, 1972) he = Cir
u∗####
fN

√ Cir = 1.7

MH8 Surface (Deardorff, 1972) he = Ci
u∗
N

Ci = 4.13

MH9 Surface (Zilitinkevich & Mironov, 1996) fhe
Cnu∗

( )2

+ he
Csr

####
f

u∗L

√
= 1

Cn, Csr = 0.5, 1.0

MH10 Surface (Zilitinkevich et al., 2002)
he =

CRu∗
f

1+ C2
Ru∗(1+ CuNLN/u∗)

C2
SfL

( )−1/2
CR, CuN , CS = 0.3− 0.5, 0.1− 0.35, 0.6− 0.79
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occultation refractivity or humidity profile sounding using
global positioning system (GPS) satellites (Ao et al., 2012;
Xie, Wu, Ao, Mannucci, & Kursinski, 2012). Each of these
methods have their own specific advantages and disadvan-
tages but will not be discussed further due to the limited
scope of this analysis.

2 STABLE MH ESTIMATION USING SURFACE METHODS

Prior to the advent of profile methods in estimating stable MH,
most historical developments in this field considered surface
methods. With this approach, equilibrium MH (he) is only
assumed to be a function of its “boundaries”: namely surface
layer variables at its bottom such as friction velocity

u∗ =
#################
u′ w′

0
2 + v′ w′

0
24

√( )
and Obukhov length

L = −θvu3∗/(κgw′ θ′v0)
( )

, or possibly the free atmosphere

stratification on MH’s top or the Brunt-Väisälä frequency

N =
#####
g/θv

√ ########
∂θv/∂z

√( )
, where u′, v′, and w′ are instantaneous

wind velocity components (i.e., turbulent fluctuation from the
time average, near the surface in x, y, and z coordinates), and κ
is the von Karman constant (%0.4). The overbar () designates
time average, and the subscript 0 stands for the surface layer.
The friction velocity and Obukhov length are directly related
to turbulent fluxes of momentum u2∗

( )
and sensible heat

w′θ′v0
( )

at the surface.
With surface layer and free atmosphere variables, most MH

parameterizations are derived using scaling arguments and
making approximations to the Navier-Stokes equations, sum-
marized in Table 1 as MH5 to MH10. The reader is referred to
a comprehensive list of relevant parameterizations by Seibert
et al. (1998), while it is sufficient to review a few popular
models here, summarized in Table 1. Under neutral stability
(L & +1), Rossby and Montgomery (1935) proposed that
the friction velocity (u∗) and the Coriolis parameter (f ) are
the most relevant variables governing equilibrium MH (he)
in the steady turbulence (MH5), with constant Cn from 0.04
(Delage, 1974) to 0.5 (Mason & Thomson, 1987). Under
strong stability due to surface heat flux, Zilitinkevich (1972)
proposed a different approach. Using the Ekman length
scale and the concept of a limiting Richardson number at the
boundary layer top to estimate effective eddy viscosity, he
derived the common expression of MH6, with constant Csr

from 0.13 (Garratt, 1982) to 0.74 (Arya, 1981).
Another approach included the effect of free atmosphere

stratification, which is adjacent to the top of the boundary
layer for the long-lived stable boundary layer. The reasoning
behind this inclusion is that, unlike the nocturnal boundary
layer, which is separated by the residual layer from the strati-
fication aloft, long-lived stable boundary layers (e.g., the
Arctic) do not exhibit residual layers and are directly adjacent
to the free atmosphere (Fig. 1). Under small surface heat flux
conditions, Pollard et al. (1972) used Ekman equations, the
heat conservation equation, buoyancy frequency (N), and the

overall Richardson number (arbitrarily assumed to be 1 for
hydrodynamic instability), to derive the expression for MH7,
with a constant Cir of 1.7. In the limit that the background stra-
tification is strong, Deardorff (1972) suggested that the Corio-
lis parameter and Obukhov length will drop out of the set of
parameters that govern the equilibrium MH, arriving at
MH8, with a constant Ci of 4.13 (Kitaigorodskii & Joffre,
1988).

The formulations above are limited because each is only
valid for a particular type of stable boundary layer. In other
words, these parameterizations provide asymptotic values for
equilibrium MH under a particular situation (e.g., no surface
heat flux, very strong stratification). In an effort to overcome
this difficulty, researchers have interpolated between two or
more of the above limiting cases and arrived at more complex
or implicit formulations that would potentially cover a wider
range of static stability (e.g., from neutral to very stable).
Zilitinkevich and Mironov (1996) proposed a multi-limit
approach to account for intermediate regimes, arriving at
MH9, with constants suggested as follows: Cn = 0.5 and
Csr = 1.0. (Note: three original terms associated with this
model have been omitted because they were insignificant in
the following analysis.) The reader must note that the con-
stants for this interpolated scheme should not necessarily be
in the same range of values as the constants reported earlier
for asymptotic schemes. Zilitinkevich and Mironov (1996)
warn, however, that these constants are only orders of magni-
tude and potentially interdependent. Another interpolation
scheme was provided by Zilitinkevich et al. (2002), in which
an explicit function was provided (MH10), with constants
suggested as follows: CR = 0.3− 0.5, CS = 0.6− 0.79, and
CuN = 0.1− 0.35.

Most interpolated schemes are shown to improve the esti-
mates for the equilibrium MH over the asymptotic formu-
lations. However, the comparisons with observations so far
have only been made for a limited number of sites. Another
challenge is that there is no universal agreement on what the
constants should be in any of the asymptotic or interpolated
formulations. The constants are often seen to be interdepen-
dent, with specific values fitted for particular observations.
Furthermore, even for a single location, stable MH exhibits
diurnal and seasonal variations (e.g., from very stable to
weakly stable) so that conditions for many asymptotic formu-
lations may be met at different times. This results in some
asymptotic formulations performing better than others,
depending on performance within or outside stability limits,
for which a particular formulation was developed.

3 DIAGNOSTIC VERSUS PROGNOSTIC METHODS

All parameterizations provided in the previous section were
diagnostic as opposed to prognostic, suggesting what the equi-
librium MH is at any particular time and location. Researchers
have suggested that the actual MH will not be equal to the
equilibrium MH but will tend toward it, given that the bound-
ary conditions affecting the MH do not change. Stull (2003)
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andMahrt (1981) have suggested an exponential relaxation for
MH given an equilibrium MH:

h(t) = he + (h0 − he)e−t/τR , (5)

where h(t) is the prognostic MH, he the equilibrium MH, h0
the latest estimate of MH in the last time step, and τR the
response time for the effects of turbulence on the entire
boundary layer. For a stable boundary layer it has been
suggested that τR ranges from 7 to 30 h (Stull, 2003). Sur-
ridge and Swanepoel (1987) have proposed a prognostic
MH growth model, applicable to the nocturnal boundary
layer as it develops:

h(t) = heerf (t/τR), (6)

where erf() is the error function. Zilitinkevich et al. (2002)
proposed another prognostic model that takes into account
subsidence in addition to allowing for MH growth and decay:

∂h(t)
∂t

= wh − CE|f |(h− he), (7)

where wh is subsidence, and CE is a constant suggested to be 1.
This model was shown to work for an observational campaign
over the Greenland ice sheets (Zilitinkevich et al., 2002).

b Numerical Methodology
For this study, the output of the 2011–2012 version of the
operational numerical weather prediction model (the Global
Environmental multiscale model hereafter referred to as
GEM15) for short-range forecasts (up to 48 h) from the Cana-
dian Meteorological Centre was used. In 2009, this regional
version of the global environmental multi-scale (GEM)
model had a 15 km horizontal grid spacing, shown in Fig. 2,
a time step of 450 s, and 58 vertical levels extending from
the surface to about 10 hPa or 26 km. The initial conditions
at 0000 and 1200 UTC were provided by a regional data assim-
ilation system based on a three-dimensional variational tech-
nique (Laroche, Gauthier, St-James, & Morneau, 1999). A
description of the GEM15 physical parameterizations is
given in Mailhot et al. (2006) with the exception of the radia-
tive transfer scheme of Li and Barker (2005), which was
implemented in early 2009. In particular, details on the bound-
ary layer parameterization are found in Mailhot et al. (1998)
and references therein. Since 2009, this model has undergone
several upgrades in horizontal spatial resolution, data assimila-
tion (Tanguay, Fillion, Lapalme, & Lajoie, 2012), and
implementation of Richardson number hysteresis (McTaggart-
Cowan & Zadra, 2015). Although these various changes
have had major impacts on the meteorological performance
of the regional forecasting system, they do not affect MH cal-
culation directly, and it is believed that the results and con-
clusions presented in this paper also apply to the present day
operational model.

The MH parameterization in GEM15 is fully described by
Mailhot et al. (1998) but a short introduction is necessary
here. The stability condition of the boundary layer is
decided by the sign of the bulk Richardson number (i.e.,
RiB , 0 for unstable and RiB ≥ 0 for stable conditions).
The RiB is calculated in the surface layer, that is, the layer
of the atmosphere between the actual surface and the first
prognostic level of the model, which in the case of GEM15
is approximately 40 m above the surface. Because the model
uses hybrid vertical coordinates, the actual height of the first
prognostic level is flow and pressure dependent and thus
varies slightly with time. The equilibrium stable MH is calcu-
lated based on surface properties using,

he = max(h1, h2, h3), (8)

where h1 = 1.2(zu + 10z0,m) with zu being the height of
model’s lowest prognostic level and z0,m being the roughness
length formomentum; h2 = L, introduced earlier in Section 2.a.2,
and h3 =

#######
u∗L/f

√
introduced earlier in Table 1 (Csr = 1). For

unstable cases, the equilibrium MH is calculated based on
either surface properties or profile methods using,

he = max(h4, h5), (9)

where h4 = 0.3u∗/f introduced earlier in Table 1 (Cn = 0.3),
and h5 is the lowest level where the gradient of virtual poten-
tial temperature ∂θv/∂z is positive, similar to the profile
method of Heffter (personal communication, 1980).

The surface scheme in GEM15 considers four types of sur-
faces: land, water, sea ice, and glaciers, each controlled by a
separate scheme. For each grid cell of the model, the surface
is partitioned into these types. For Lamont, it is 100% land,
whereas for Barrow it is 82% water or sea ice depending on
season, 17% tundra, and 1% glacier. There is a separate calcu-
lation of surface fluxes and parameters for each type of
surface. For a grid cell, the final values of surface momentum
and sensible heat fluxes (as well as the final values of he, L, z0,
and surface meteorological variables) are obtained by aggrega-
tion (i.e., a weighted average). In summary, if the grid cell of
interest is a complex mix of different types of surfaces, then
the value of he is a combination of separate estimates.

Unlike equilibrium MH (he), the real-time MH (h) in
boundary-layer modelling is calculated using a predefined
function. In GEM15 the MH approaches this equilibrium
value either with step change or exponentially,

h = he if he ≥ h0
he + (h0 − he)e−Δt/τ if he , h0

{

Although MH decay is modelled exponentially according to
the methods of Stull (2003) and Mahrt (1981), MH growth
is modelled with step changes. The relaxation constant (τ) is
taken as 1.5 h, much shorter than the recommendation of
Stull (2003) (>7 h). Under stable cases, the value of h is
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limited to the range [30, 1500] m, but under unstable con-
ditions if the lowest level positive gradient in virtual potential
temperature is greater than 1500 m, then MH can be greater
than 1500 m.
The unstable MH is a purely diagnostic variable in GEM15

and not expected to alter other variables. Stable MH, however,
weakly affects the surface stability functions, which in turn
alters other variables slightly. Although mainly diagnostic in
meteorology, MH is used in a prognostic manner in many
chemical transport models as mentioned in Section 1, so its
parameterization significantly affects AQ models.

c Observational Data
The experimental stations were located in Lamont, Oklahoma
(36.69°N 97.56°W) and Barrow, Alaska (71.32°N 156.66°
W). Both locations have relatively flat terrains. For both sites,
value-added products (VAP) from the Atmospheric Radiation
Measurement (ARM) program, Climate Research Facility,
US Department of Energy, were used to provide merged pro-
files of potential temperature, wind speed, and wind direction.
The merged sounding VAP uses a combination of observations
from several different platforms (e.g., radiosondes, profiling
microwave radiometers, surface-based meteorology measure-
ments), output from computer model simulations of atmos-
pheric conditions (e.g., European Centre for Medium-range
Weather Forecasts (ECMWF)), and a sophisticated scaling/
interpolation/smoothing scheme in order to define profiles of
the atmospheric thermodynamic state at a high time resolution
(https://www.arm.gov/data/vaps). In addition, the MH based
on the profile methods of Heffter (personal communication,
1980; MH1), Liu and Liang (2010; MH2), and Mahrt (1981;
MH3 and MH4) were obtained from ARM for both sites. The
MHs at Barrow are available twice daily, and in Lamont there
are four measurements per day.
Quality-controlled eddy covariance flux measurements and

surface meteorological data were obtained from ARM. Oper-
ation of the Eddy CORrelation (ECOR) flux measurement
system is based on the eddy covariance technique. The uncer-
tainties for flux estimates by ECOR are 6% for sensible heat
flux and 5% for momentum flux (https:www.arm.gov/
instruments/ecor). The data included 30 m averages for fric-
tion velocity, sensible heat flux, mixing ratio, relative humid-
ity, pressure, temperature, wind speed, wind direction, air
density, and air specific heat capacity.
To benchmark a reference MH, ozonesondes were launched

twice daily on consecutive days from Barrow at approximately
0600 and 1800 local time for a total of 28 launches in April
2009. This enabled the measurement of vertical concentration
profiles with a resolution of 10 m or better (Helmig et al.,
2012).

d Statistical Methodology
1 COMPARISON OF TWO SAMPLE VARIABLES

Point-by-point comparison of two sample variables is per-
formed using the bias and root mean square (RMS) error

statistics. If the two sample variables of interest are X and Y ,
the bias and RMS error can be computed by the mean and
standard deviation of the difference sample variable X − Y .

2 MODEL FITTING

A genetic optimization algorithm is used to fit one or more
constants associated with different MH models of interest effi-
ciently. In this technique, a starting guess for the constants are
provided. Subsequently, four parameters are set to specify
how the genetic optimization is initialized and proceeds.
These are iterations, population size, mutation constant, and
recombination constant, which are set to 200, 20, 0.7, and
0.5, respectively in this analysis. In this method, a global
cost function is minimized,

χ2 =
∑n

i=1

(Yi − Xi)2

SX
, (10)

where Y is the modelled sample variable, X is the observed
sample variable, and SX is the observed sample standard
error. With units of metres, χ2 usually grows with degrees of
freedom ν = n− 1. This technique provides a fast converged
solution, but it does not necessarily find a global minimum, as
otherwise would be found by an entire phase-space search
(Wormington, Panaccione, Matney, & Bowen, 1999).

3 Results and discussion
a Suitable Profile Diagnostics for Mixing Height
A suitable diagnostic for MH is not unique because it depends
on the way MH is defined. For example, if reduction of turbu-
lent fluxes or kinetic energy to 10% of their near-surface
values is used to define MH, then turbulence profile measure-
ments are needed to diagnose MH. These measurements are
not usually available. With this definition, MH is particularly
more difficult to identify, and there is no algorithm to deter-
mine the stable boundary layer top accurately without actual
observations of the turbulent kinetic energy profile (Stull,
2003).

From the perspective of AQ modelling, the use of vertical
tracer profiles is a suitable diagnostic for MH. Profiles of con-
centration should exhibit large gradients at the MH top due to
turbulence. Figure 3 shows profiles of ozone at Barrow as a
means of determining MH based on atmospheric constituents.
In this method, a threshold of 0.04 ppb m−1 is used for the ver-
tical gradient of ozone concentration (dO3/dz) to determine
the MH. Under weakly stable or neutral conditions the
profile only exhibits one sharp gradient, but under very
stable conditions multiple sharp gradients are observed.
Under the very stable case, the sensitivity of MH determi-
nation on the threshold value is high.

In our study, availability of profile ozone data was limited to
28 ozonesonde launches in Barrow. As a result, this method
(MH0) was compared with other profile methods of Heffter
(personal communication, 1980; MH1), Liu and Liang
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(2010; MH2), and Mahrt (1981; MH3 for RiBC = 0.25 and
MH4 for RiBC = 0.5) to see if any of these methods provides
another suitable diagnostic for the estimation of MH. Note that
surface methods were not considered for this purpose because
MH, by its very definition, is a profile property. The computed
statistics for this comparison are provided in Table 2. Based on
these comparisons we selected the method of Mahrt (1981)
(RiBC = 0.5; MH4) as the most appropriate available dia-
gnostic, or in other words intermediate diagnostic as a bench-
mark for the ozone profiles, for the MH in the following
analyses. The appropriateness of this selection is evident by
the lowest bias and RMS error compared with other choices.
In addition, Seibert et al. (2000) and Vogelezang and Holtslag
(1996) recommend this method, particularly under stable
conditions.
A comparison can be made among profile methods of MH1

to MH4 in Fig. 4 using the vertical profiles of virtual potential
temperature and wind speed for a few example profiles. These
methods generally have a one-to-one relationship. The agree-
ment among MH1, MH2, MH3, and MH4 in determining MH
is close for unstable conditions, whereas there is a spread
under stable conditions.

b Mixing Height Based on Parameterizations
1 FITTING SURFACE PARAMETERIZATIONS BASED ON OBSERVATIONS

The surface parameterizations MH5 to MH10 described in
Section 2.a.2, were used to fit constants producing the MH
that was known a priori based on the observations. For para-
meterizations that required buoyancy frequency (N), we calcu-
lated the vertical potential temperature gradient at an elevation
above the observed MH.

Table 3 shows the fitted constants and the minimized cost
function χ2 =

∑n
i=1 (Yi − Xi)2/SX , normalized by degrees of

freedom, for the MH parameterizations. The comparative
value of this cost function indicates which parameterizations
result in a better fit.

For Lamont, the best fit is achieved for parameterization
of MH5 or those interpolated schemes that are designed to
reduce to it under close-to-neutral conditions (i.e., MH9
and MH10). More importantly, the fit constants associated
with the term u∗/f (i.e., Cn and CR) are all found to be
0.27. The other constants in the interpolated schemes
(i.e., Csr, CuN , and CS) adjust themselves to either
maximum or minimum limits to make the contribution of
other terms minimal. For Barrow, the best performance is
achieved by interpolated parameterizations of MH9 and
MH10. The values of the constants obtained for Lamont
and Barrow differ significantly, indicating that these
surface methods need to be adjusted for different sites or
climatic conditions.

Figure 5 shows the scatterplots for MH estimations
based on surface methods versus MH4, with RiBC = 0.5
as justified earlier. Only stable conditions (i.e., L . 0)
are considered in these plots. Table 4 shows the corre-
sponding comparison statistics. For Lamont, in agreement

Fig. 3 MH based on ozonesonde profiles at Barrow; (a) under weakly stable or neutral conditions, the mixing degree is higher so that the concentration profile
exhibits a distinguishable sharp gradient near the top of the boundary layer, whereas (b) under strongly stable conditions, multiple sharp gradients of
various magnitude may be observed.

TABLE 2. Bias and RMS error between profile methods and the reference
method (MH0) for MH; bias and RMS error computed for sample
variable x−MH0, where x assumes values from MH1 to MH4
(n = 28).

Method Bias (m) RMS Error (m)

MH1 −122 225
MH2 −146 237
MH3 −141 209
MH4 −88 169
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with Table 3, MH5, MH9, and MH10 exhibit lower biases
and RMS errors. For Barrow, again in agreement with
Table 3, MH9 and MH10 exhibit lower biases and RMS
errors.

2 COMPARISON OF MODELLED AND OBSERVED MIXING HEIGHT

The model MHs (MHA to MHF) are formulated in Table 5.
The calculations are based on a variety of techniques, all of
which use model variables for derivation. MHA is based on

Fig. 4 MH based on profile methods MH1 to MH4 (abbreviated as 1 to 4 on graph) for selected profiles of virtual potential temperature and wind speed under all
stability conditions; the agreement among methods is higher under unstable condition, whereas under stable condition, there is a higher spread among
various methods.

TABLE 3. Goodness of fit and fitted constants for surface parameterizations of MH based on observations (MH4); for Lamont ν = n− 1 = 795, and for Barrow
ν = n− 1 = 131.

Method χ2/ν (m)
Lamont

χ2/ν (m)
Barrow

Fitted Constants Fitted Constants

MH5 690 Cn = 0.27 310 Cn = 0.14
MH6 2000 Csr = 0.63 400 Csr = 0.20
MH7 810 Cir = 2.70 320 Cir = 1.18
MH8 1400 Ci = 20.70 370 Ci = 9.12
MH9 690 Cn, Csr = 0.27, 1000 210 Cn, Csr = 0.40, 0.78
MH10 650 CR, CuN , CS = 0.27, 0, 1000 190 CR, CuN , CS = 0.33, 0, 0.73
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the profile method of Mahrt (1981) with RiBC = 0.5 where θv0
is taken at the first prognostic elevation of about 40 m. This
choice has confirmed better results and is also justified by
Mahrt (1981) who argues that the choice merely imposes an
offset to the value of RiBC, while this convention excludes
any modelling errors in surface temperature in the estimation
of the MH. MHB is directly available in the archived output
of the model, which is based on the parameterization in
Section 2.b, and MHC is based on the method of Jakobsen

et al. (1995) with a threshold momentum diffusivity of
Km = 1 m2 s−1. This method is chosen because GEM15 is
an eddy viscosity model with momentum diffusivity available
for parameterization of MH. MHD and MHF, only considered
for stable conditions, are based on the formulation of Zilitinke-
vich (1972) in Table 1 with values of Csr that are set to 1 or the
fitted equivalents in Table 3 using the observations. This for-
mulation is selected because of its wide usage in models,
including GEM15. Finally, MHE, also only considered for
stable conditions, is based on the formulation of Rossby and
Montgomery (1935) in Table 1 and a value of Cn based on
the fitted equivalents in Table 3 using the observations. This
formulation, again, is singled out because of wide usage in
various models.

Figure 6 and Table 6 show scatterplots and comparison stat-
istics, respectively, for the modelled parameterizations of MH.
For Lamont, a low bias and RMS error are achieved (−117 m,
521 m) using MHA. The standard GEM15 parameterization of
MHB also performs well (−102 m, 565 m) because it is
designed for mid-latitude climate conditions, with the excep-
tion that it is clipped at 1500 m under stable conditions as

Fig. 5 Observed parameterizations of MH based on surface methods (only under stable conditions).

TABLE 5. Summary of model MH parameterizations; profile methods have applicability under both unstable and stable cases, whereas surface methods are only
applied under stable cases.

Method Type Reference Description Constants

MHA Profile (Mahrt, 1981)
RiB =

h g
θv0
(θv − θv0)

U
2 +V

2 , he =
RiBC(U

2 +V
2 )

g
θv0
(θv − θv0)

RiBC = 0.5

MHB Surface GEM15 Model Section 2.b —
MHC Profile (Jakobsen et al., 1995) Km 1 m2 s−1 threshold

MHD Surface (Zilitinkevich, 1972)
he = Csr

####
u∗L
f

√ Csr = 1

MHE Surface (Rossby & Montgomery, 1935) he = Cn
u∗
f

Cn fitted with observations

MHF Surface (Zilitinkevich, 1972)
he = Csr

####
u∗L
f

√ Csr fitted with observations

TABLE 4. Bias and RMS error between surface methods and MH4; bias and
RMS error computed for sample variable x−MH4, where x
assumes values from MH5 to MH10; for Lamont n = 796, and
for Barrow n = 132.

Method Bias (m)
Lamont

Bias (m)
Barrow

RMS Error (m) RMS Error (m)

MH5 −122 445 −210 396
MH6 100 1070 −24 1817
MH7 −185 499 −249 407
MH8 −359 664 −293 432
MH9 −122 445 −139 321
MH10 −122 449 −137 310
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explained in Section 2.b. The statistics for MHC and MHD are
poorer (6 m, 830 m) and (−82 m, 1072 m), respectively. The
performance of MHE is better than MHD (−116 m, 568 m).
The performance of MHF is poor (−418 m, 757 m).
For Barrow, MHA achieves a low bias and RMS error

(68 m, 282 m). The performance of MHB is poor (236 m,
461 m), but MHC shows improved performance compared
with MHB (39 m, 412 m). The poorest performance is seen
with MHD (530 m, 860 m), but MHE shows improved stat-
istics compared with MHB and MHD (−188 m, 341 m). The
performance of MHF is slightly better than MHD because of
the adjusted fit constant (−310 m, 448 m).
These comparisons suggest that MHA can most consist-

ently model the observed MH given a unique constant,
RiBC = 0.5, whereas the performance statistics of other
surface parameterizations, even with adjusted constants, are
still not as good as those for MHA.
To illustrate the differences in MH parameterization under

mid-latitude and high-latitude climates, example MH time
series are shown in Fig. 7 for the month of April (diurnal vari-
ation of MH in different seasons will be shown in the next

section). The observed profile methods (MH1 to MH4) and
the modelled profile methods (MHA and MHC) include all
stability conditions, but MHB, MHD, MHE, and MHF only
represent stable conditions per model definition in Section
2.b, (i.e., RiB ≥ 0).

In Lamont, MHB is clipped at 1500 m for stable conditions
as explained in Section 2.b, whereas MHs based on other for-
mulations extend this limit. A large scatter is exhibited by
MHD, while MHF exhibits a negative bias, as investigated
earlier. In Barrow, MHB is clearly biased by overprediction
and shows unphysical oscillations. A large positive bias is
also exhibited by MHD, as expected because MHB reduces
to it under specific conditions explained in Section 2.b. To
the contrary, profile MHs such as MHA and MHC do not
exhibit as large biases or high oscillations as in MHB.
MHE, based on the fitted surface method, shows improved
performance, whereas MHF, although using a fitted constant,
exhibits poorer agreement with a negative bias.

Visual comparison of the above time series suggests that the
surface methods significantly deviate from observations at
high latitudes, particularly if their constants are not adjusted
based on observations, whereas profile methods have a more
consistent performance.

c Diurnal Variation of Mixing Height in Different Seasons
The effect of seasonal variations on model parameterizations
of MH is quantified by plotting diurnal MH for selected
methods, mainly the standard surface method of MHB in the
GEM15 model, the suggested profile method of MHA, and
the observed profile method of MH4. The results are shown
in Fig. 8. For Lamont there are four observations per day, cor-
responding to the sonde launches, while in Barrow there are
only two observations per day. For Lamont, both MHA and
MHB agree well with MH4, although MHA exhibits a

Fig. 6 Modelled parameterizations of MH; profile methods MHA and MHC apply to both stable and unstable conditions; the surface methods MHB, MHD, MHE,
and MHF apply only under stable conditions.

TABLE 6. Bias and RMS error between modelled MHs and MH4; bias and
RMS error computed for sample variable x−MH4, where x
assumes values fromMHA to MHF; for Lamont n = 796, and for
Barrow n = 132.

Method Bias (m)
Lamont

Bias (m)
Barrow

RMS Error (m) RMS Error (m)

MHA −117 521 68 282
MHB −102 565 236 461
MHC 6 830 39 412
MHD −82 1072 530 860
MHE −116 568 −188 341
MHF −418 757 −310 448
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marginally lower overall bias. In Barrow, however, MHB con-
sistently exhibits a large positive bias compared with MHA.
Particularly in winter (December, January, and March),
MHB exhibits a large bias of up to 450 m, whereas MHA per-
forms much better with a reduced bias of under 200 m. During
spring (March, April, and May) and summer (June, July, and
August), MHB still exhibits a positive bias of 400 m and

150 m, respectively, whereas MHA exhibits almost no bias.
For the fall (September, October, and November), both
methods exhibit a bias, although not as severely as in winter
and spring. The diurnal and seasonal analysis for MH con-
firms that, with the choice of parameterization only, it is
possible to reduce GEM15 model biases by a factor of two
using MHA.

Fig. 7 Example MH time series for profile observations and model parameterizations for April 2012; profile methods MH1, MH2, MH3, MH4, MHA and MHC
apply to all stability conditions; surface methods MHB, MHD, MHE, and MHF apply only under stable conditions.
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Fig. 8 Diurnal variation of MH in different seasons; average values provided for MH from ARM’s observations and GEM15 model. For Lamont, four observations
are available per day corresponding to four sonde launches, whereas in Barrow only two observations per day are available.
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4 Conclusions and future work

Atmospheric MH in the southern Great Plains and the Arctic
was studied using observations from ARM and Environment
Canada’s GEM15 regional weather forecasting model. One
mid-latitude site (Lamont, Oklahoma) and one high-latitude
site (Barrow, Alaska) were considered for a one-year analysis
period from 1 October 2011 to 1 October 2012. The parame-
terizations available to estimate MH were those based on
surface properties or profile methods. The particular focus of
this study was to investigate parameterization of equilibrium
MH under stable conditions at high latitudes (particularly in
the Arctic), which has been historically difficult to formulate.
Observed profile methods based on ozone concentration and
meteorology (sondes) were used as benchmarks to examine
various MH parameterizations based on both surface or
profile properties.
Based on observations, stable MH estimations using surface

methods were sensitive to the choice of parameterization and
site location. The fitted constants for all such parameteriza-
tions were site-dependent. In Lamont, those asymptotic for-
mulations based on neutral conditions or those interpolated
schemes that reduced to this limit, performed better in predict-
ing the observations. In Barrow, the interpolated schemes
based on neutral conditions, stable conditions, and free atmos-
phere stratification performed better than the asymptotic for-
mulations. Nevertheless, all pairs of fitted constants were
different in the two locations.
The standard MH (surface method) computed by the

GEM15 model was compared with the profile observations.
Although the model agreed better with the observations in
Lamont, it disagreed with the observations in Barrow by exhi-
biting a consistent positive bias and rapid unphysical oscil-
lations. To circumvent this problem, an alternative profile
method with a generalized constant was suggested for use in
the GEM15 model based on the bulk Richardson number
concept. This method worked well for both sites. In Barrow,
it performed better than surface methods by reducing the

MH bias by a factor of two. As a result, with this choice of
MH parameterization, MH estimation in the GEM15 model
may be improved without affecting other meteorological vari-
ables because MH is purely a diagnostic variable.

This study was focused on only two representative sites,
among the few for which very rich surface and profile obser-
vations were available. The evidence provided here supports
the idea that AQ modelling may benefit from an improved
MH parameterization because MH is an important prognostic
variable for this purpose. However, the real benefits will be
known when such parameterizations are tested on an entire
model domain. In a future study, the holistic impact of MH
parameterization on the relevant AQ models will be assessed.
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